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Abstract— Internet of things (IoT) is a novel idea of linking objects.  Establishment and functioning of IoT rely on existing networks as well 
new network infrastructures. Cloud environmentis an critical factor for the establishment and functioning of an IoT system. When cloud 
infrastructure is used for the establishment of IoT, it has to deal with heterogeneous workloads. These workloads include diverse 
applications with various priorities, performance and resource demands.  There are tasks that are limited to the kind of machine types they 
demand for execution. Also, majority of the IoT applications are time bound and therefore task response time is an important QoS factor. 
Sub-optimal resource scheduling and sub-optimal load balancing will cause performance degradation. In this paper, we have proposed the 
concept of a QoS aware resource scheduling technique called Load Balanced Particle Swarm Optimization scheduling, which can reduce 
application response time and ensures load balancing.. 

Index Terms— Cloud computing, Internet of Things, Quality of Service, Load Balancing, Optimization, PSO, Resource Scheduling.   

——————————      —————————— 

1 INTRODUCTION                                                                     
nternet of Things (IoT) is the next revolutionary technology 
in converting the present communication infrastructure into 
a completely future network. Tasks and workloads in the 

IoT - Cloud platform are of various types and priorities. Dy-
namic resource scheduling for heterogeneous workloads in 
IoT is critical for ensuring Quality of service (QoS). Quality of 
Service is a challenging requirement of cloud computing. Con-
tents transmitting through the IoT system are of high priority, 
best effort, guaranteed, mission critical or real time applica-
tions. The problem of assigning various types of workloads 
into different machines is an np-hard problem. Resource allo-
cation in cloud environment is analogous to an online algo-
rithm where the algorithm is unaware about the list of incom-
ing inputs. Since prior knowledge of input items are not 
known to the allocation problem, a dynamic capacity alloca-
tion suits best for the IoT - Cloud system.  

2  INTERNET OF THINGS 
The traditional Human to Machine (H2M) communication 
system is gradually changing into the Machine to Machine 
(M2M) communication referred as Internet of things. In this 
scenario, all the devices in the communication system are con-
sidered as ‘things’ instead of computers. These ‘things’ could 
be vehicles, home appliances, sensing devices, military 
equipments, medical tools, container in a shipment etc. 

The IoT introduces the concept of linking all physical 
things in an environment based on internet for communication 

and transmitting messages. The goal of IoT is to support intel-
ligent identification, location, tracking, monitoring and man-

agement of objects. IoT is therefore based upon the integration 
of several communication solutions, identification and track-
ing technologies, sensor and actuator networks and distribut-
ed smart object [1]. Much more importance is for the way that 
IoT promises a smart environment that would offer immense 
savings of time, energy and resources. IoT is expected to con-
tain huge numbers of sensors collecting and passing on data 
on environmental conditions, physiological measurements, 
machine operational data, etc. 

 
IoT is the concept where the future environment will be 

surrounded by smart objects with interdependent networks of 
smart communication protocols, smart homes, smart traffic, 
smart city, smart health, etc. Enormous number of services 
will be made available to interact with these ‘smart objects’ 
over the Internet, like sending a query, changing their state, 
convey the information associated with them. While taking all 
this into account, Quality of Service is going to be very huge. It 
thus creates a world where the physical objects are perfectly 
integrated into the information network, and where the physi-
cal objects can become active participants in areas like busi-
ness processes, life critical applications, etc. Moreover, from 
the technical point of view, the basic idea behind this concept 
is the pervasive presence of a variety of things or objects such 
as Radio-Frequency IDentification (RFID) tags, sensors, actua-
tors, mobile phones, etc. These objects are able to interact with 
each other and cooperate with their neighbors through unique 
addressing schemes in order to achieve common goals [2]. 

 
IoT-cloud infrastructure is the interconnection of sensing 

and actuating devices providing the ability to share infor-
mation across platforms. A number of challenges are there in 
establishing an environment like this - one of them is the abil-
ity to meet quality of service. 
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3 QUALITY OF SERVICES 
Quality of Service in cloud environment is the capacity to ren-
der priority to applications and thus guarantying a certain 
performance level.  QoS requirements depend upon the appli-
cation type and end users. Three levels of QoS in a heteroge-
neous system are best effort, Differentiated and Guaranteed. 
There are different approaches to ensure QoS in cloud plat-
form such as scheduling management, network traffic man-
agement, dynamic capacity provisioning etc. The heterogene-
ous types of applications and the quality requirements in a 
cloud environment are shown in fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Quality requirements for IoT application include efficient 

energy utilization, latency, network resource consumption, 
optimal utilization of computational recourses etc. In this 
work, we are focusing on the optimal resource allocation with 
balanced load and minimum response time in IoT-Cloud plat-
form. Efficient allocation of resources is important to optimize 
resource utilization. 

4 RELATED WORKS 
Paper [3] proposes a data storage framework for cloud plat-
form that renders storage of huge IoT data efficiently and also 
integrates unstructured and structured data. This framework 
also combines multiple databases and manages diverse data 
generated and collected by sensors. The devices involved in 
IoT generate massive data that would rapidly increase and 
therefore the IoT storage solutions must also be efficient to 
handle and manage this huge data. The proposed framework 
has four main modules namely; file repository, database mod-
ule, service module and resource configuration module. The 
database management module is developed for structures 
data, which aggregates different databases. To handle unstruc-
tured data, the file repository module uses hadoop distributed 
file system. Also, for supporting the access of remote data, this 
architecture generates RESTful service to render HTTP inter-
face independent of platform.  

 
Paper [4] focuses on message scheduling which points to 

service provisioning. Here, messages are grouped into either 

high priority or best effort messages and then the suitable QoS 
scheduling algorithm is suggested. The different sensor nodes 
are categorized into IoT subgroups, each subgroup with a 
broker delivering for all nodes and handles separate queues 
for best effort and high priority messages. For message sched-
uling, network layer routing algorithms are also considered in 
this architecture. 

 
Paper [5] proposes a dynamic resource allocation scheme 

for cloud environment, that has considered both task and ma-
chine diversity. Here, workloads are grouped into different 
classes having same characteristics using K-means clustering. 
Then the algorithm dynamically set the number of active serv-
ers to save energy.  

5 PROBLEM DESCRIPTION 
One of the biggest challenges in this integral part of the future 
internet is the caliber to manage heterogeneous types of tasks 
in this system along with ensuring Quality of Services. IoT 
may rely on cloud computing for its functioning. When cloud 
environment supports such a system, it has to handle diversi-
fied data. Also, majority of applications in IoT are time bound 
or real time applications. Therefore, dynamic resource provi-
sioning is another critical area that has to be addressed by 
cloud system. Moreover, when analyzed, resource types in a 
cloud infrastructure are also heterogeneous. Heterogeneous 
system consists of set of heterogeneous processors with differ-
ent memory capacity, processing speed etc. IoT workloads 
include diverse applications with different priorities, perfor-
mance and resource requirements. The various tasks will ex-
perience different execution cost in different machines, so task 
scheduling is a crucial issue to improve the efficiency of this 
architecture. The failure in considering the heterogeneity of 
both workloads and machines may cause sub-optimal results 
and scheduling delays. The proposed algorithm considers 
both machine heterogeneity and workload heterogeneity. 

6 PROPOSED SYSTEM 
Particle Swarm Optimization is a metaheuristic algorithm that 
tries to find an optimal solution to a problem from a set of fea-
sible solutions. In order to provide an optimal resource sched-
uling with balanced load and minimal response time, we have 
proposed a Load Balanced Particle Swarm Optimization 
scheduling technique. This algorithm dynamically schedules 
diversified tasks on to appropriate processors, along with 
equalizing load across machine. Here, optimal resource alloca-
tion with balanced load and minimum response time is the 
Quality service requirements that we have considered.  Work-
loads will be assigned to virtual machines in an iterative man-
ner, so that when a new task arrives rescheduling of tasks are 
carried out to find the best solution. 

 
In this algorithm, a particle represents a solution for the re-

source scheduling. Let M1 and M2 be two machines and W1, 
W2, W3 and W4 be the workloads that need to be allocated to 

 
        Fig. 1. Applications and Quality of Service IJSER
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the machines. Three possible candidate solutions to the alloca-
tion task are shown in fig. 2. Each of these candidate solutions 
represents a particle in the algorithm.  

 

 

 

 

 

 

 
 
 
 
 
 
 
 
The solution depends upon the current resource capacity, 

amount of workloads, number of available machines etc. Each 
particle has its own position and a velocity factor. In the load 
balanced PSO algorithm, each particle adjusts its position dy-
namically, depending upon its previous position and the other 
particles’ position. The gBest and lBest values are called fitness 
values where lBest is the particles personal best position and 
gBest is the best particle’s position in the neighborhood. Fig. 3 
represents searching of a new position for a particle, where Pi 
is the current position, Vi is its current velocity, Vi+1 is the 
new velocity and Pi+1 is the updated position of the particle. 

 
 
 
 
 
 
 
 
 

 

 

 
 
 
 
Equation (1) is used to calculate new velocity,  
 
Vi+1 = Vi + c1*r*(lBest-pi) + c2*r*(gBest-pi)      (1) 
 
and new position is updated using (2), 
 
Pi+1 = Pi + Vi+1                                                        (2) 
 

The pseudo code for the algorithm is shown below. 
 
Step 1: For each particle, 
 Initialize its position and velocity 
Step 2 : For each particle, 
i) Calculate fitness value, 
ii) If current fitness value better than previous fitness value, 
iii) Update lBest= current value 
Step 3 : For each particle, 
i) Find best fitness value in the neighborhood, 
ii) If lbest is better that gBest, 
iii) Update gBest = lBest, 
iv) Find velocity using equation 1, 
v) Update position of particle using equation 2 
 
Repeat step 2 and step3 till all iterations are reached. 
 

In this method, the new position of the particle depends upon 
the previous position and position of surrounding particles, the 
workloads will be allocated to the appropriate machine only. Al-
so, since the location of the tasks is rescheduled in each iteration 
based on the best fitness value, this algorithm ensures balancing 
of load across machines. 

7 CONCLUSION 
IoT system includes different types of applications with 

various quality service requirements and resource constraints. 
Cloud infrastructure provides resources with different pro-
cessing capacities and memory spaces. In order to achieve an 
optimal scheduling, the diversity of both applications and re-
sources has to be taken into account. Also, we have to avoid 
situations where few resources are overloaded while others 
are underutilized. A Particle Swarm Optimization algorithm is 
a simple and fast in responding technique. In this work, we 
have taken reduced application response time as the quality 
requirement. Here, the concept of a scheduling technique 
called load balanced particle swarm optimization scheduling 
is proposed that will allocate tasks to appropriate machines 
along ensuring load balancing and reduced application re-
sponse time. As future work, we plan to extend our techniques 
to support multiple levels of QoS requirements. 
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